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by a Minimal Number of Wavelengths
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It has been established that the diiferent natural formations reflect the
energy of the visible and infrared ranges in different ways. As the range
is comparatively broad the spectral reflective characteristics are measured
in a considerable number of wavelengths. That makes the measuring pro-
cess and the subsequent analysis difficult, and the inlormation obtained
contains a big amount of redundancy.

The problem to be solved here is the following; what is the minimum
number of wavelengths ,ti and exactly in which wavelengths the rellection
index must be measured so that the identification of the reflective charac-
teristics r1(A) of a set M, given in advance, from "/ classes of objects O7,j:1,..., l,can be ensured.We assume that the iunctions 11Q), i:1,...,n
are given with their confidence intervals +zlriQ) in the visible range
of electromagnetic waves /),,:7o-7r. It is assumed that 11Q) are statio-
nary random functions. The problem is solved in two ways: (1) the reflec-
tive spectral characteristics are used directly for the pufposes of identifica-
tion; and (2) a transformation of 11(),,) is carried out in advance by means
oI suitable translorming functions, aftrr which the identification of the trans-
formed functions is performed.

L ldentification by Means oI rj(l)

The dividing surface for the identification ot rtQd is chosen in accordance
with the Bayes criterion for a minimum average risk (one-dimensional case):

(r) 
^,:ffif;)i:?IY,,r,#,

where ri1; and lht are weighting coetficients of the 7 and ft classes of objects,
p(a) and p(a,,) are a priori probabilities of appearance in these classes. In
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our case all objects will be considered as equally likely and of equal weight
and then 1o:1, i. e, the dividing surface of the-criterion is redriced to-the
intersection point of the u(ltla) andra(A1la1) disftibutions of 7 and ft class-
9.r. If .this point is out of the contidence limits t/r1e) and + /r,,().,) ot
the classes compared, these classes are identified in tlie wavelengtir 7r."rne
algorithm is easily rcalized in the following way:

The ,matrix ,4 of the relations 'the lth and the ftth classes are recog-
nizable in the r1tz1\ and r,,llro intervals" (these relations are denoted
here with l). The opposite ratios of nonrecognizability (when rillrj and,
rrJ_4r,, have a non-empty cross section) are designated by 0. The matrix
.4 is formed for all two-element combinations c] of the 01 classes and for
all wavelengths ,1;.

A subset of rlzl is identified in a given combination of wavelengths 'l;, if in
each column ol A containing the wa'elengths there is at least oie number l.
In this way the rule for the addition of 0 and I is determined:0*0==0:
0+l:l +0:l+1:1. The identification of ri (,1,) by means of the combina.
tion Cf; of the wavelengths is possible only if all coluruns of the submatrix
fornred by C'1,' have a sum equal to 1.

The complete solution of the problem is obtained by studying succes-
sively the combinations C'!, m:1,..., n until the first solutions Belonging
to a given class of wavelength combinations Cy ue obtained,

2. Identification by Means of Transformation in Advance

The transformation of the original function ri(),) is reasonable if the new
function offers better possibilities of identifying ri (,1r) by means of a smaller
number of wavelengths. That is why it is necessary for the transformed
function z:f(r) to check whether the Bayes criterion shows better results
(reducing Type I and Type II errors). For this purpose the law of the dis-
tribution of z must be determined:

(2) p(z):plv(z)l.v'(z), r1:v(z); v'(z):'#
After that for the z1 and zu distributions of the two classes compared the
summary error of Type I and Type II is to be f ound :

Zcr 
=(3) p: I po@),l. + lp1@)d.2,' r_:"" !,;'

where zcr - internal intersection point ol p(21) and p(z).

o-2n

0

0

I7,,
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In general, the integral in (3) is not solvable. When the set is given it
can be solved by numerical methods, In order to obtain sorne analytical
results we examined the particular case determined by the following limiting
conditions:

I. The distribution p(r) is normal;
II. The conditions ot4tri and, in particular, oJ:Qttj, q4l, are satisfied.
III. The functions z are integral .transformations which, according to rr.

and ru sarnpling, are replaced by their sums.
In this. study the following transforming functions are examined :

a) Module-structure function :

(4)

used in paper fl. There

symmetry axis at ,:+

T

C(t): I f(x)-f (x{n) d.x
0

it is proved that the function is symmetric with a

It is shown also that C(t) and f(x) are in a ho-

momorphous relationship, i. e. diflere
way: f(x), if (jx+C)+D, i:l_1, j=
pond to the same function C(z). Thi
tation, because in practicq it can be 

,.(l

by means of contr.ot characteristics of the type: c"ns,(r): llf(x)-f (x*t)ldx

and by the f(x) value for x:xet. For the example e*a?nined in this work
it is not necessary to use such control characteristics.

b) Kolmogorov's structural function:

T

(5) caQ): !v<*l-rw4t))zd,x;
0

c) Autocorrelation function;

In our case /(x):r(1,) and the integrals are substituted by the follow.
sums:

Q k): Z lri Ui) - ri Q1 r v)1,
(i')

C e,g): )lry Q,l- UQit-,)lz- (t)

Kt k) : 2' Ir, Q ) - rtllrl Q, 1 ) -V11.

(r)

T

x (,) : J I f@) - mll f@*,) - mld'x.
0

(6)

ing

(4a)

(5a)

(6a)



It follows from the lirniting conditions I, II, lll that the sum Cr.(z) has also
a normal distribution with an arithmetic mean C7 and dispersion a2, respec-
tively equal to :

(7)

For the sums Coy and I(1, according to equations (5a),and (6a) and condi-
tions I and II, aiter neglecting the small terms of higher order, we obtain:

cj@,-)7i61-ffi *t'11;"1*)q,{fr -(},)lz+.Fl@s,1lz}.
It I

(8) c -,A,* ZtVi1t I-Vt 6r+,11,
{t)

ozo,^' [ 4qz146s-rt 1a7-)]{ [ri (lr]r+ lry Q't+i],]
(r)

and

'' K i"' ) 1-ry qt1 - rtl t r;6;+ x) - aA

(9) (o

oru,- Z tJi6 -, t 1,, i Qd, + [ 
r 1 Q, a t) - 11 l2 r 1 (), 1 )- fzl q2.,u)

,:.Thus the distribution of C, Cu, ( from.equations (4a), (5a) and (6a)

froves to be normal, provided the limitations I and II are given. Then their
intersection point for the 7 and ft classes is found by nteans of the equation:

(r- piz (r-rtil!

-t _r-;T-_a ,--d-.
tt2n oi t!2n op

After calculating its logarithm the equation takes the following form:

_t,-r!' 
=1nai 

_(r-p,11\2 .

, 2a2, - "' ";-- %7 '

thus

(t0) ,r,r:-Jj#L
where a.-+-+oi ai

b-2 (+ - 1+)." _\"; 
orol,

c 4-1 Ztn 
ot-'

'

The efficiency'of each of the transformations C, Cn, K is measured by
the value of the integral in (3). In this case it may:take the following form:



1tjr12 ,'i 7 ,tzk

P:J, 'd,ti*Jr-udru,
_€ ,1k1,2

(3a)

. f-lt;n
where q *: ,f is the coordinate of the normalized normal distribution.

The value of p will be smaller when the limit

(11) ,rp,,u-!e#
, is greater in absolute value. In spite of the limiting conditions I, II and III,

the analytical exarnination of the criterioq (l l) is still difficult, as the expres-
sions for pj,h and, oi,n ilom (7), (8) and (9) take part in (10) in a relatively
complicated manner. That is why two particular problems are treated in our
further work.

IV. the firnctions rtQ,) and re().1) arc connected by the determinated
functional relation:

(12) {141:1ta0)ri(t1),

where 0: col'lst, | 0 l< 1.

V. The functions ro(),,) and ry(A;) arc of such a type tbat their differ-
ences are of a randotn character.

( 1 3) r eQ.1) = 11 (A) -f /r1,n (A),

where lry,aQ) -randorn function;

z1r1,oQ,1):0.

We shall first examine case IV.
It follows from equations (7), (B) and (9) that lor p,, o defined by (12)

and for the tfiree transforming functions C, Cn, and K the following expres-
sions are valid:

' ph:(l1-0) w, oi:0+0), oti.

Then the equation (10) takes the form

'-!:ut4ffi
assuming lnoufo1u"0, and (11), respectivelyr

(11a) ,,ft:t.+f#+, vt:;;
Therefore in this case the efficiency of the criterion 4 is inversely pro-

portional to the coefficient of variance V and the comparative analysis is
to be carried out by means ol Vs, V"o, Vo.For this purpose the following
ratios should be formed :
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(F ) 
*, -, n)' . n_?u' *, - v,)u w? + r?\

lZ rx: t r't)lZ t*, - r r,)'

*',"K:YT":++,

With a view to equations (7), (8), (9)

*",*:W:#
lor as,s*:

(l 4) @c,c K:

is obtained where, for the sake of simplicity, the substitutiotts Xt:rr(J1t1,
Y;-r1Q"il t) are used. The sum Z Xi-Yil can also be presented as

follows:

z
(r)

I xrY,',: Z(x,- r; + )9,- x,),
(14,) (,1r)

where values for is the set oi i
values This way o Xi--l;l to be

differe to Xt and
In tremums of the condition:

!Y-:0, (rba) ':y:0, r: r, . .. , n.(l 5)

The system (15) is equivalent to the iollowing system:

{t 221 x,- Y,1 . 4 . 214-Y,1', (& + rh +v I x,- Y,l'12 (x,- Y ) 6? + Y?)

+ ( x i - Y )z 2 x i\ 12 6? + Y') lz (x t - Y i)212j - l2 lx t - Y, l)' 4

(16) x>K&- Y)2 (X?+r1)l . {zx,l'(xi-Y)212

a 1S1x't + fi11 1z z 1x, - Y,)nl 12 (xr - r,)l) : 0.

In (16) all sums are identical for t
Therelore (16) is a system of equation
&. This system is to be satisfied, i. e.

must be cancelled out by their roots.
tions of the third power have only one

Similarly, the condition fi: const
the system (l5a).

fherefoie ,","K has an extremum at X,:/, Yi:Y'
The value of the extremum is

(17) (@c,cp)ext:2.

By way of example a check with the following valueg ol X; and Y1.;

xr:ai xr:2a, xa:3ct', !t:2a, !z:3a, !s:a shows that the extremum is
a maximum.
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( Z x- Y, l\' |y,x31x, -v,1, a y'* _-r7'l\?r 't6'
(r) L tit J

In a rvay analogous to the one used for @cpx it is shown that at",* has an

minimum at X,:X, Yi:Y. es )Xt-2y,, it follows that at the extre-
(i) (i )

mum X: )/, but then limT: ff and, consequenilltx-rl'-,y-V: L-tltl .

The value of the minimurir in this case is
(19) (.",iext:2.

Finally, let us determine the ratio a)c,r, measuring the efficiency of c
with respect to fi. According to I and II this ratio is

(20)

The magnitude of ar",, depends on the concrete structure of r7(,1). For
in_stance, for the straight line !:x the module-structure characteristic is
given by the expression C(r):2t(T_r), while for the sine-shaped curve

-tl:sinx this expression is C(r):8sini. It is clear that for the straight line
the value of the function c(z) becomes greater than half the area between
the straight line and the abscissa when r r t I \

'>; f 
r-i)and, for the sine-shap-

ed curve, when sin !>]. our experience shows that for curves of the
spectral reflective characteristic type a considerable range of z exists where

the conclition ZlrlQ)-rl),,+ll>o+ is fulfilled. In this case, as

2x?:2-ffqnX|"*ana r,>): tor a",, there exists a range for which(r) (0

The f<rllowing expression is obtained for the coefficient as,K

*",'>V t'(2r)
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has arithrnetic mean equal to zero lor a sufficiently large set oi values
i, the following is obtained for the above differences :

(22) Co-Ct: z XKt-yo,i- zl Xi,-Yi,l
(t) (i)

: ) 1t x 1 o O- / yi oel* Z VJ 
yj 

t, Q) - r'xr;(41 : 0
(tuli (Mi

in accordance with condition II.
Similarlv we obtain:

(23) lc u (i1- c u1i y: 
: ) 1z x, o (i) - zt y 

; u(41, -F 0.
(r)

(24) lKu:Kt): lltx,,,(i)ll/Yjh0l+0,- (l)

Equations (22), (23) and (24) show that for functions delined by conditiott
V the module-structure characteristics have 0 efficiency, as opposed to Cp

and K. This result can be consiclered as a weighting property of C which Cu

and K do not possess to the same degree.

Discussion

l. When the reflective characteristics are used for their identification direct-
ly the algorithm exposed in item A furnishes the answer as to what the
minimum number is of wavelengths J,i enin) by means of which the apputten-
ance of new objects to a given set M of reference classes can be recog'
nized. If the number of these classe s is not too large, the necessary number
of wavelengths ii (n,inl in which r is to be measured is cornparatively small.
This simplilies the measuring process and the analysis of reflective charac-
teristics.

2. In the case where zl4 contains many reference classes (for instance,
several hundred) it is probable that the number of l;1n,1n1 shall be commen'
surable with the total number z of the sampled values of r. Here it is
advisable to use some of the transforming functions C, C*, Kexamined above'

The equations (17), (19) and (21) contain the basic results of the tlrree
transforming functions obtained so far. They show that there is a possibi'
lity for the module-structure characteristics, deiined by equation (4), to have
a better efficiency than the original functions and the transformations defin-
ed by equations (5) and (6). This elficiency results in a decrease of pro-
bability for type I and type II errors using the Bayes criterion for a mini'
mum risk when the identification ol 11 is carried out. This reduction of
errors leads to possibilities for the decrease also of the minimum number
of C (r) values, by means of which the identification of the set M of refe-
rence classes with given reflective characteristics is realized. A better effi-
ciency of c is therefore to be looked for in the range of the greater ilalues
ol z where the coefticient of var'iance 7" decreases considerably.



Table I

\.n*l | |,,\l 'l 'i
400
410
420
430
440
450
460
'470
480

*1,,

0.203
0.204
0.205
0.209
0.210
0.211
0.211
0.2t2
0.2t4
0.215
0.215
0.215
0.2t4
0.213
0,213
0.2t3
0.216

.224

.23r

0.01
0.01

0.
0.

0.0
0'
0.021

490 ,

500
5l'0
520
530
540
550
560
570
580
590
600
6I0
620
630
640
650
660
670
680
690
700
710
720
730
740
7D0
760
770
780
790

I
101
101

I
0.10i
0.101
0.1 0c
0.1

I
0.1

0.247
0.254
0.261
0.26S
0.274

t
I
1

.l
I
I
I
101
I

.l

.104

.350

.ODU

.348

.339

.327

.31I

/4'is'large, will there be a sufficient number of high values of C for the
identification of the classes ot M? The affirmative answer to this question

44

l52l0,l
l53t0.l
15410.14
159t0.15

.16210.157
0.l7 l lo.r
0.18210.1

0.277|a.21

.020

.o2I

.022

.024

.025

.026

.027

.027

.029

.03+
,040
.053
.066
,070
,067

,091
,097
l0l

l3l
144
161
l8i

245
.249

o.247
0.241

231
0.229

oll

2tl

241

087

9.too
0.1 20
0.149
0.169
0.17

.151

.143
141

,l6l
.l /6

.238

.264

.29r

.332
0.374
0.41

.033

.041

.045

.044

.042

.040

.039
,040
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0.090 0.103 0.134 0.085 0.152 0.084 0.057
0.082 0.097 0.126 0.145 0,161 0.073 0.055
0.079 0,090 0.119 0.238 0.146 0.079 0.053
0.073 0.087 0.112 0.318 0.131 0.077 0,051
0.070 0082 0.107 0.385 0.117 0.068 0.052
0.06E 0.080 0.101 0.510 0.105 0.070 0.053
0.066 0.079 0.100 0.570 0.094 0.067 0.054
0.072 0.085 0.105 0,620 0.098 0,069 0.057
0.098 0.125 0.182 0.660 0.125 0.081 0.062
0.238 0.295 0.381 0.690 0.200 0.112 0.066
0.395 0.450 0.452 0.715 0.275 0.141 0.071
0.47110.{95 0.525 0.755 0.361 0.181 0.081
0.500 0.521 0.565 0.752 0.435 0.268 0.112
0.519 0.532 0,580 0.771 0.589 0.350 0.123
0535 0.550 0.620 0.789 0.673 0.404 0.t35
0.550 0.563 0.680 0.805 0.742 0.495 0.148
0.561 0.575 0.750 0.820 0.794 0.558 0.161
0.572 0.588 0.7S1 0.833 0.E32 0.592 0.1E0
0.582 0.5S9 0.820 0.846 0.865 0.616 0.200
0,591 0.611 0.842 0.000 0.889 0.635 0.220
0.603 0.625 0.868 0.0001 0.910 0.651 0.238

I

0.022
0.022.022

.0341 0.034

0.111
,l5l

0.062
0.066
0.071
0.081
0.t12
0.r23
0.t35
0.1 48
0.161
0.1 E0

.371

.391

.471

.507
517

.525
<a'7

.549
,560
.D/ U

is implied in the iollowing ptoperty of C(r) : it is steep for the small values
of z and rapidly reaches high values. Its steepness is approximately propor-

drtlonal to t. dX.
The limiting conditions used to obtai s actually do

not greatly restrict the problem because th ing that con-
ditions I and II really exist in the case of [2, 3]. Condi-
tions IV and V show certain advantages of re characteri.
stics in the identification of objects that are similar. This is actually the
basic problem underlying each similar algorithm.

The algorithm described in itern A and the module-structure characteristics
are applied irr the following exarnple: tlre set /4 eonsists of 34 reflective

o.o23l
0.0231
0.0261
o.028l
0.0311
0.0331

o.1l8l
0.l5Bl
0.2501
0.3801
0.5081
o.6ool
0.6181
0.7201
0.7 571
0.7851
0.B0el
0,8301
0.8471

I

0.023
0.024
0.026
0.027
0.029
0.028
0.032
0.035
0.040
0.049
0.066
0.086
0.102
0.1 l5
0.1l0
0.096
0.087
0.078
0.070
0.065
0.061

).054
).057
1.062
t.069
).078
i.1 28
J.202
J.402
c.482
0.530
),540
).551
1.595
c.578
1.593
1 Ana

0.020
0.020
0.022
0.023
0.025
0.026
0.028
0,030
0.041
0.059
0.079
0.098
0.111
0.103
0.092
0.080
0.072
0.065
0.061
0.05i

).045
).042
).045
).048
).055
).073
1.1 38
1.381
1.465
l.5l I
).524
1,534
).545
r.558
1,569
"r (en

0.027
0.029
0.02B
0.032
0.035
0041
0.052
0.074
0. l0l
0.r 19
0.1 2l
0.1 l7
0.105
0,092
0.083
0.077
0.071

J,VZZ
1.023
).024

0.065
0.064
0.065
0.073
0.082
0.095
0.142
0.225
0.424
0.495
0.522
0.535
0.546
0,507
0.568
n .qRn

u.(r,lo
o.o+o
0.045
0.060
o.o8l
o.tt5
0.128
0.1 29
0.123
0.11 1

0.100
0.090
0.082
0.077
0.073
0.070
0.070
0.070
o oR0



characteristics of deciduous and coni
(Table l). Each reflective characteris
l0 nm in the range of 400-800 nm.
The coeificient from condition II is
the algorithm from item A lor M sh
are not identified by means of tw
this is possible in 

-2212 
three-elem

applied for C(z) shows that there exi
z. value.s, by means of which the total set M__is- recognizecl. As the possible
three-element combinations in this case are 9Bg0 and"the-iwo-etement ones
for z are 190 [c(') is symmetric], the ratios ]fff ano ffi are similar in value
Therefore, it can be stated that itr this case ci4 gives 

-results 
which are byone order better than 11Q),

. It. remains to prove thi possibilities of the transforming functions c, c,
and K for a set consisting of a considerably larger numbei of classes. "
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